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[1] The interactions between Mars’ unique crustal magnetic fields and upper
atmospheric particles lead to the formation of currents in the ionospheric dynamo region.
This work is specifically focused on the collisions between ions, electrons, and neutrals in
the atmospheric column of Mars. The remanent fields embedded in the Martian crust
generate a very rich magnetic topology with important variations in terms of geometry
and amplitude. Here we present mesoscale, self-consistent, three-dimensional, multifluid
simulations of Mars’ ionospheric electrodynamics in the dynamo region (�100–400 km
altitude), where differential motions of ions and electrons occur. In particular, we develop
and validate a new method through the study of simple, uniform magnetic geometries.
Our results demonstrate the existence of a dynamo current in the Martian atmosphere,
which depends on the magnitude of the applied magnetic field and the neutral wind
speeds. The simulation outputs are analyzed from mathematical and physical perspectives
to identify the dominant processes at work in the formation of this current. Both case
studies presented in this paper are qualitatively and quantitatively consistent with
theoretical estimates and confirm the validity of the model, hence laying the groundwork
for future studies of Mars’ atmosphere using this new approach.
Citation: Riousset, J. A., C. S. Paty, R. J. Lillis, M. O. Fillingim, S. L. England, P. G. Withers, and J. P. M. Hale (2013), Three-
dimensional multifluid modeling of atmospheric electrodynamics in Mars’ dynamo region, J. Geophys. Res. Space Physics,
118, doi:10.1002/jgra.50328.

1. Introduction
[2] The Mars Global Surveyor mission ended the ongoing

debate on the existence of a global magnetic field on the
planet [Nagy et al., 2004] and revealed the presence of
small-scale magnetic anomalies caused by crustal remanent
magnetism [Acuña et al., 1999; Connerney et al., 1999].
After the cessation of Mars’ internal dynamo �4.1 Gyr
age [Jakosky and Phillips, 2001; Lillis et al., 2008], sub-
sequent volcanic activity and impact history substantially
altered these remanent fields, creating a very nonuniform
magnetic topology, varying on a scale of �50–100 km
[Brain et al., 2003]. The complex magnetic topology of
Mars leads to strong and weak, open and closed magnetic
field regions in very close proximity, which strongly affect
the behavior of the ionosphere. In this work, we focus on the

1School of Earth and Atmospheric Sciences, Georgia Institute of
Technology, Atlanta, Georgia, USA.

2Space Sciences Lab, University of California, Berkeley, California,
USA.

3Astronomy Department, Boston University, Boston, Massachusetts,
USA.

Corresponding author: J. A. Riousset, Department of Earth and Atmo-
spheric Sciences, Georgia Institute of Technology, Ford ES&T Building,
311 Ferst Drive, Atlanta, GA 30332, USA. (riousset@gatech.edu)

©2013. American Geophysical Union. All Rights Reserved.
2169-9380/13/10.1002/jgra.50328

atmospheric plasma interactions with the magnetic field EB
in Mars’ ionospheric dynamo region (not to be confused
with the now-extinct core geo-dynamo). The dynamo region
is a region where electrons are magnetized and ions are not.
We refer to a magnetized particle as an electron or an ion�
O+

2, CO+
2, or O+

�
, whose gyropath is not notably perturbed

by collisions with other charged or neutral particles. The
upper and lower limits of this region on Mars usually range
between 100 and 400 km depending on the values of the
local magnetic field and electron, ion, and neutral densities.

[3] Their heights can be estimated by comparing the
gyrofrequencies of O+

2, the dominant ion, and electrons, to
their respective collision frequencies with CO2, the most
abundant neutral. The gyrofrequency or cyclotron frequency
�˛ for a species ˛ is given by its usual definition: �˛ =
eB/m˛ , where e and m˛ are the elementary charge and the
mass of the particle ˛, respectively. On the other hand, the
electron-CO2 and O+

2 – CO2 collision frequencies depend on
altitude and are given as a function of the temperatures of
electrons, ions, and neutrals in Table 1. Specifically, elec-
trons are expected to be mostly demagnetized below the
altitude defined by �e =�e-CO2 , and magnetized above. Sim-
ilarly, O+

2 ions are expected to be magnetized above the
altitude where their cyclotron frequency�O+

2
is equal to their

collision frequency with CO2
�
�O+

2 –CO2

�
and demagnetized

below. Together, these two altitudes form the a priori upper
and lower boundaries of the dynamo region.
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Table 1. Momentum Transfer Collision Frequencies (s–1) for Ions-
Neutrals and Electrons-Neutrals Interactions (From Schunk and
Nagy, [2000, pp. 96–99])a

Species Collision Frequency Remark

Ions-Neutrals
�O+

2 –CO2 5.63� 10–16nCO2

�CO+
2 –CO2

b 2.85� 10–17nCO2 T
1
2
r (1 – 0.083 log10(Tr))2 Tr > 850 Kc

�O+–CO2 8.95� 10–16nCO2

�O+
2 –O 2.31� 10–16nO

�CO+
2 –O 1.76� 10–16nO

�O+–O
b 3.67� 10–17nOT

1
2
r (1 – 0.064 log10(Tr))2 Tr > 235 K c

Electrons-Neutrals
�e–CO2 3.68� 10–14nCO2

�
1 + 4.1� 10–11 |4500 – Te|2.93�

�e–O 8.9� 10–17nO

�
1 + 3.6� 10–2T

1
2
e

�
T

1
2
e

aDensities are in m–3. Temperatures are in K.
bResonant interactions.
c Tr = Ti+Tg

2

[4] For the case of a local, uniform, and radial planetary
magnetic field of magnitude 20 nT with the atmospheric pro-
files illustrated in Figure 1, the dynamo region is expected
to span between �150 and �225 km. This location is gray
shaded on the left-hand side of Figure 2a, and the shading
is extended to the right-hand side of the plot for the sake of
comparison with the peak of the electron density.

[5] Previous modeling of Mars’ ionosphere has focused
on the interactions of the solar wind with Mars’ atmosphere.
At present, three distinct “classes” of models have been
developed and used to study such interactions: (1) semiki-
netic (hybrid) models, which treat ions as particles and
electrons as a neutralizing fluid [e.g., Brecht and Thomas,
1988; Brecht and Ledvina, 2010; Kallio and Jarvinen, 2012;
Modolo et al., 2012]; (2) single fluid, multispecies magneto-
hydrodynamic (MHD) models [e.g., Ma et al., 2002, 2004],
which use one continuity equation per species, but only one
momentum equation for the plasma velocity; (3) multifluid,
multispecies MHD models [e.g., Sauer et al., 1997;
Harnett and Winglee, 2006; Harnett, 2009], which use the

Figure 1. Initial profiles used for the simulation run presented in this paper. (a) Electron, O+
2, CO+

2, and
O+ density profiles (solid, dashed, dash-dotted, and dotted lines, respectively). (b) CO2 and O neutral
density profiles (solid and dashed lines, respectively). (c) Neutral (Tg), ions (Ti = TO+

2
= TCO+

2
= TO+ ), and

electron (Te) temperatures (solid, dashed, and dotted lines, respectively). (d) Electron, O+
2, CO+

2, and O+

pressure profiles (solid, dashed, dash-dotted, and dotted lines, respectively). The pressure for each species
˛ is calculated as p˛ = n˛kBT˛ .
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Figure 2. Estimated altitude of the dynamo region for a uniform magnetic field (a) EB = 20 nT Oz,
(b) EB = 2000 nT Oz. Electron-CO2 collision frequency (�e–CO2 ), electron cyclotron frequency (�e), O+

2 –CO2
collision frequency

�
�+

O2
– CO2

�
, and O+

2 cyclotron frequency
�
�O+

2

�
(panels’ left-hand sides). Vertical

electron density profiles at t = 0 s in the center of the model, compared to altitude a priori of the dynamo
region (gray shading) (panels’ right-hand sides). The dynamo region is bounded above by the altitude at
which �O+

2 –CO2 � �O+
2

and below by the altitude at which �e–CO2 � �e.

same MHD equations as the previous class but use one
momentum equation per ion species. Nagy et al. [2004]
and Ledvina et al. [2008] provide excellent reviews of the
various models and of their respective fields and ranges of
applicability. Indeed, Ledvina et al. [2008] emphasized the
suitability of multifluid MHD models, such as the one devel-
oped in this paper, for collisional plasma and specifically
in Mars’ atmosphere. The salient specificities of the model
introduced in section 2 lie in: (1) the direct modeling of
the atmospheric resistivity via the collision frequencies and
(2) the small size of the region relevant to our investigations,
compared to the global models involved in simulating the
effect of the solar wind on Mars’ ionosphere.

[6] Here we present a novel modeling of the interac-
tions between Mars’ remanent crustal fields EB and the three
dominant ionospheric ions (O+

2, CO+
2, and O+). Our results

demonstrate that conduction currents EJ can develop in the
dynamo region under the influence of the local magnetic
field EB due to the difference in the behavior of electrons and
ions. The direction and magnitude of the dynamo currents
depend on the properties of Mars’ ionosphere and vary on a
scale of a few tens or hundreds of kilometers. The present
paper introduces a three-dimensional, multifluid model of
Mars’ lower ionosphere and lays the groundwork for the
study of the effects on the dynamo current of: (1) the local
magnetic field configuration, (2) the neutral wind direction
and magnitude, and (3) the local ionospheric profiles (in
particular, the effects of photoionization and electron impact
ionization on the dayside and nightside ionospheres, respec-
tively). The first stage of this work, namely the validation
for simple magnetic configurations, is the central topic of
this paper. Specific topographies including magnetic cusps
and loops are investigated in a separate work (J. A. Riousset

et al., in preparation, 2013). The next section (section 2)
provides the details of the model, while a discussion of the
development of ionospheric currents in the dynamo region
due to the different behaviors of ions and electrons is given
in section 3 and discussed in section 4. The key findings of
this work are summarized in section 5.

2. Model Formulation
[7] In this section, we introduce the model used in the

studies described in sections 3 and 4. The lack of sym-
metry in Mars’ ionosphere and magnetic field makes it
necessary to employ a 3-D model, and consequently, we
use a 3-D Cartesian simulation domain spanning between
–100 and 100 km, –50 and 50 km, 100 and 400 km along
the x-, y-, and z-axes, respectively. Both observational data
[e.g., Brain et al., 2003, 2007] and modeling studies [e.g.,
Purucker et al., 2000; Cain et al., 2003; Arkani-Hamed,
2004] of Mars’ crustal fields show spatial variations on the
orders of a few tens of kilometers. Additionally, modeling
studies of dayside and nightside ionospheric profiles [Lillis
et al., 2011, 2012] show similar spatial variability. In view
of these results, a simulation box with horizontal dimen-
sions 200 km � 100 km is expected to enclose a region
large enough to treat the effect of local magnetic fields and
atmospheric profiles on ionospheric dynamics. For Martian
crustal magnetic fields, the dynamo region as defined in
section 1 remains consistently between 100 and 400 km
altitude, providing us with an altitude range defining the
simulation domain.

2.1. Initial Conditions and Altitude Profiles
[8] Although composed mainly of O+

2, Mars’ ionosphere
also contains considerable amounts of CO+

2 and O+, and
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some H+ ions from the solar wind above �400 km [e.g.,
Hanson et al., 1977; Ma et al., 2002, 2004]. Considering the
moderate size of the simulation domain, we assume small
horizontal variations in the atmosphere, and therefore, we
adopt horizontally uniform profiles at t = 0 s.

[9] The Mars Climate Database [Lewis et al., 1999] pro-
vides insightful information about the Martian atmospheric
composition under various conditions. In particular, the
neutral density profiles reproduced in Figure 1b and those
used by Lillis et al.’s [2012] model to derive the photoion-
ization rates are retrieved from this database. Throughout
this paper, we use modeled atmospheres corresponding to
Mars year 24 dust opacities, moderate EUV fluxes, 0ı lati-
tude, 0ı longitude, Northern autumnal equinox (Ls = 180ı)
for 2 P.M. local time. Specifically, the model of Lillis et al.
[2012] employs a standard solar moderate UV spectrum,
the aforementioned neutral density profiles of CO2, O, CO,
N2O2, and Ar, and the photoelectron impact parameteriza-
tion of Mendillo et al. [2011] to derive the photoionization
rates of CO2 and O

�
PCO2,O

ph

�
, as a function of the alti-

tude h. We employ a commonly used electron temperature
profile Te(h) derived from Viking I measurements [Hanson
and Mantas, 1988] combined with the empirical model of
Chen et al. [1978], that allows us to calculate the effective
recombination rate ˇeff (in cm–6s–1). The rate ˇeff is taken
to be the dissociative recombination rate of O+

2 [e.g., Lillis
et al., 2009]:

ˇeff =

8̂̂̂<̂
ˆ̂:

1.95 � 10–7
�

300 K
Te

�0.7

Te < 1200 K

1.73 � 10–7
�

300 K
Te

�0.61

Te � 1200 K

(1)

While other ion species are present, this reaction domi-
nates the recombination of electron. The knowledge of the
above quantities ultimately leads to the formulation of the
following equation for electron number density profile [Lillis
et al., 2009]:

ne(h) =

s
PCO2

ph + PO
ph

ˇeff(Te(h))
(2)

This expression gives us the electron density profile at
t = 0 s. However, we must make assumptions in order to
initialize the density profiles of the ion species. We use the
relative fraction xi of each ion i at each altitude h given by
the Viking I measurements [e.g., Hanson et al., 1977]. We
note that these measurements are the only ion density pro-
files from Mars available at present [e.g., Nagy et al., 2004]
until the arrival of the Mars Atmospheric and Volatile Evolu-
tion (MAVEN) spacecraft, which will begin providing data
in November 2014 [Folta, 2010]. Namely, we obtain xi(h)
from the density plots from the work of Fox [1993].

xi(h) =
ni(h)P
i ni(h)

with i = O+
2, CO+

2, O+ (3)

Finally, the profiles of Figure 1a are obtained using equations
(2) and (3) and the assumption of neutrality of the Martian
ionosphere (

P
i ni(h) = ne(h)):

ni(h) = xi(h)ne(h) (4)

At this point, it should be noted that Viking density pro-
files are limited to a range of altitude between 100 and
300 km. Approximate values of the ion densities above
300 km are obtained by fitting Chapman’s [1931] func-
tions to the Viking data profiles in the available altitude
ranges. These approximations work particularly well in our
region of interest. Consequently, we maintain a high level
of confidence in our simulation results in the 100–300 km
altitude range. The resulting ion profiles are reproduced in
Figure 1a.

[10] The initial values of electron and ion pressures pe,
pO+

2
, pCO+

2
, and pO+ are shown in Figure 1d. They are calcu-

lated using the ideal gas law: p˛ = n˛kBT˛ , where n˛ is the
ion or electron density shown in Figure 1a and T˛ is the tem-
perature of the species ˛, with the temperature profiles given
in Figure 1c. We assume that all ions have the same initial
temperature (Ti = TO+

2
= TCO+

2
= TO+ ).

[11] The only direct measurements of the ion velocities on
Mars are supersonic and super-Alfvénic (�5 km/s). How-
ever, they have been taken transterminator and at high
altitude (&300 km) [Fränz et al., 2010], and no such mea-
surements are available at the altitude of the dynamo region.
Consequently, the choices of the initial values of EVO+

2
, EVCO+

2
,

and EVO+ remain somewhat arbitrary. If the ions are cre-
ated from the neutrals, then it is reasonable to assume
that their bulk velocity is of the same order of magnitude
as the neutral wind speed and are necessarily subsonic.
Therefore, we adopt | EVi|=| EVn| for all the simulation runs
presented in this paper. Equations (6) and (13) show that
the collision terms are functions of the vector difference
between the ion and neutral velocities. From this, it fol-
lows that choosing EVi ? EVn at t = 0 is the best choice to
maximize the effect of the collisional interactions in Mars’
ionosphere and to demonstrate how they can produce the
dynamo current.

[12] The neutral wind velocity and initial magnetic field
are treated as input parameters by the model. We assume
a zonal neutral wind with speed equal to 100 m/s along
the x-direction (thus, EVi(t = 0) is along the y-axis). This
value is in reasonable agreement with the typical values
quoted by Leovy [2001] for wind at jet stream altitude, and
the results of Mars Global Circulation models [e.g., Forget
et al., 1999; Bougher et al., 2008]. For the sake of simplic-
ity, we assume uniform initial wind velocity throughout the
simulation domain.

[13] Finally, the planetary magnetic field is assumed to be
radial (such fields have been reported away from the mag-
netic anomaly and on the nightside in, e.g., Mitchell et al.
[2001], Brain et al. [2005], and Ferguson et al. [2005].
Magnitudes about 20 nT are expected in multiple locations
and are consistent with observations [e.g., Vignes et al.,
2000], while 2000 nT are expected to be exceptional and
much more localized. Indeed, this latter case is more sim-
ilar to the maximum radial fields of magnitude �1500 nT
recorded below 200 km by MGS and reported in Mitchell
et al. [2001, Plate 1]. We note that a 2000 nT field is found
as a local value below 100 km [Acuña et al., 1999] but is a
very useful theoretical configuration for the validation of our
model. Although highly idealized, this model magnetic field
is sufficient to demonstrate the development of currents in
Mars’ dynamo region.
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2.2. Multifluid Magnetohydrodynamic Model
[14] The specificities of Mars’ ionosphere discussed

above led us to develop a multifluid model of the ionosphere
(following the same base principles as Paty and Winglee’s
[2006] model of Ganymede’s atmosphere). For each ion
species i (i = O+

2, CO+
2, O+), the model uses the continuity

equation (5), the momentum equation (6), and the equation
of state (7) to derive the ion number density ni, velocity EVi,
and pressure Pi.

@�i

@t
= –r �

�
�i EVi

�
(5)

�i
@ EVi

@t
= –�i

�
EVi � r

�
EVi + eni

�
EE + EVi � EB

�
– rPi +

�iEgM�
1 +

z
RM

�2

+
X
ˇ¤i

�i�i–ˇ

�
EVˇ – EVi

�
(6)

@Pi

@t
= –�ir �

�
Pi EVi

�
+ (�i – 1)

�
EVi � r

�
Pi (7)

It should be noted that equation (5) assumes equality of
source and loss terms. This corresponds to a situation
of a dayside atmosphere at chemical equilibrium, where
photoionozation balances electron attachment.

[15] The electron number density ne, velocity EVe, and
pressure Pe are calculated using the plasma approximation
(8), the definition of the plasma conduction current (9), and
the equation of state for electrons (10).

ne =
X

i

ni (8)

EVe =
X

i

ni EVi

ne
–
EJ

ene
(9)

@Pe

@t
= –�er �

�
Pe EVe

�
+ (�e – 1)

�
EVe � r

�
Pe (10)

Finally, the conduction current EJ, the magnetic field EB, and
the electric field EE are obtained using Maxwell-Faraday’s
equation (12), Maxwell-Ampère’s law (where the dis-
placement current is considered negligible, due to slow
charge motions) (11), and the generalized Ohm’s law (13),
respectively. It should be noted that (13) is obtained from the
momentum equation for electrons, where the time deriva-
tive of the electron momentum is neglected, due to the small
mass of the electron.

EJ =
r � EB
�0

(11)

@ EB
@t

= –r � EE (12)

EE = – EVe � EB –
rPe

ene
+

me

e
X
ˇ¤e

�e–ˇ

�
EVˇ – EVe

�
(13)

The constants �0, �˛ , e, and kB are defined in Table 2.
[16] The atmospheric conductivity and resistivity effects

are directly reflected through the momentum transfer colli-
sion terms in equations (6) and (13). The elastic collision

Table 2. Definitions of the Constants Used in the Model

Symbol Definition Value

�0 Free space permeability
kB Boltzmann constant
e Elementary charge
c Speed of light in free space
�O+

2
O+

2 specific heat ratio 1.40
�CO+

2
CO+

2 specific heat ratio 1.28
�O+ O+ specific heat ratio 1.66
�e Electron specific heat ratio 1.66

terms between two particles ˛ and ˇ are expressed as
�˛�˛–ˇ

�
EVˇ – EV˛

�
. We recall that the collision frequency

�˛–ˇ is proportional to the density of target ˇ: �˛–ˇ / nˇ
[e.g., Schunk and Nagy, 2000, p. 88, equation (4.117)].
Besides, Figure 1 shows that nCO2,O � nO+

2 ,CO+
2 ,O+,e; therefore,

neutrals are the preferred targets in elastic collisions with the
projectiles (ions in the momentum equation (6), electron in
the generalized Ohm’s law (13)). Ultimately, the system of
equations that we solve includes all the collision frequen-
cies listed in Table 1 and excludes nonelastic collisions at
the present stage of development of the model.

2.3. Methods
[17] The system of equations (5)–(13) is discretized using

a centered difference scheme [e.g., LeVeque, 2007, p. 8] with
the following uniform mesh widths: ıx = 10 km, ıy = 10 km,
and ız = 3 km. In order to solve the system using a second-
order, two-stage Runge-Kutta method [e.g., LeVeque, 2007,
p. 124], the time step ıt is recalculated after each iteration
to satisfy the Courant-Friedrich-Lewy conditions [Courant
et al., 1928]. For a magnetohydrodynamic flow, the Courant-
Friedrich-Lewy conditions must be satisfied for both the
hydrodynamical flows of ions and electrons, and the mag-
netic speeds (specifically, the Alfvén and fast magnetosonic
wave velocities).

[18] We assume that the individual species can be treated
separately for the sake of the determination of a Courant-
Friedrich-Lewy criterion. For each ion i, we define the
Alfvén, sonic, and fast magnetosonic wave speeds denoted
V i

A, V i
s , and V i

fast, respectively [e.g., Chen, 1984, p. 145]:

V i
A =

s
B2

�0mini
(14)

V i
s =

r
�epe + �ipi

mini
(15)

V i
fast = c

vuutV i
s

2 + V i
A

2

c2 + V i
A

2 (16)

Then, we define critical time steps ıt i
cr for each ion i:

ıt i
cr = min

0@ ıx
max

�
|V i

x | + |V i
fast|
� ,

ıy

max
�

|V i
y | + |V i

fast|
� ,

ız
max

�
|V i

z | + |V i
fast|
�! (17)
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Figure 3. Simulation results at t = 100.0 s for an initial magnetic field EB = 20 nT Oz. (a) Magnetic field
perturbation ı EB = EB(t) – EB(0) displayed in the planes x = 0 km, y = 0 km, and z = 130 km. The solid
blue lines show the geometry of the magnetic field lines. (b) Electric field displayed in the same way as
Figure 3a. (c and d) O+

2 and electron velocities in the vertical plane y = 0 km. Figures 3a and 3b use solid
black arrows to display the direction of ı EB and EE, respectively. On the other hand, Figures 3c and 3d
use colored arrows to display the direction and speed of the fluid flows of O+

2 ions and electrons in the
central vertical plane at y = 0 km. The speeds of the flows are shown by both the length of the arrows and
the colormap. High velocities use longer arrows and yellow-red colors, while low velocities use shorter
arrows and blue-green colors. Finally, the directions of the neutral wind and of the charge carriers’ initial
velocity are represented using black arrows marked EVn and EVi, respectively.

We choose the conservative value for ıtCFL given below:

ıtCFL = min
i

�
ıt i

cr
�

(18)

and finally, we update the time step after each iteration as
follows:

ıt = C ıtCFL with C = 0.1 (19)

[19] Typically, according to (19), ıt remains such that
ıt . 1 ms throughout the simulation run. Such small time
steps require high performance computing, and conse-
quently, the solver is parallelized using the MPI library [e.g.,
Pacheco, 1996] using the Portable, Extensible Toolkit for
Scientific computation [Balay et al., 1997, 2011a, 2011b]

6
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Figure 4. Simulation results at t = 1.0 s for an initial magnetic field EB = 2000 nT Oz. (a, b, c, and d) Same
as in Figure 3.

and runs on the Georgia Institute of Technology Atlas-6
cluster.

[20] We choose a domain widely enclosing the phe-
nomenon, so that relatively simple boundary conditions can
be used without significantly affecting the processes occur-
ring in the region of interest. We use simple Neumann
boundary conditions for all variables.

@f
@bn = 0 with f = EVi, ni, pi, pe, EB (20)

wherebn is the vector normal to the boundary. Precisely, the
value of a variable in a boundary cell is carried from the
nearest cell along the direction –bn, effectively leading to null
flux boundary conditions conforming to equation (20).

[21] We apply the same Neumann boundary conditions for
f = ne, EVe, EE, EJ. We note that this is partially redundant with
equations (8), (9), (11), and (13). Yet the presence of spatial
derivatives in Ampère’s and Ohm’s laws makes it imprac-
tical to explicitly calculate the boundary values of EJ and EE
(and subsequently of EVe) based on equations (11) and (13).

[22] Setting the upper boundary condition raises the issue
of Mars’ atmospheric escape. Though a particularly interest-
ing problem, it falls beyond the scope of this work. Here we
focus on effects located in the dynamo region, which ranges
from 100 to 250 km altitude. We tested various boundary

conditions (e.g.,
@2f
@bn2 = 0) and noticed no significant dif-

ferences. In the present formulation of the model, the use

7
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Figure 5. Current density (a) at t = 100.0 s for an initial magnetic field EB = 20 nT Oz and (b) at t = 1.0 s for
an initial magnetic field EB = 2000 nT Oz. The magnitude of the current density is displayed in three planes:
x = 0 km, y = 0 km, and z = 130 km, and the black arrows represent directions of the current sampled
throughout the domain.

of Neumann boundary conditions (20) and the absence of
sources/sink in the continuity equations (5) means that a
“true” steady state cannot be reached, due to outflows of the
initial quantities through the boundaries. However, despite
these outflows, we calculate a relative loss of charge carriers
in the entire simulated domain .3% at the time of the snap-
shots of Figures 3 to 6. In addition, it should be noted that
the upper boundary is far enough from the region of interest,
so that it has very limited influence on the dynamics in
the dynamo region. Consequently, it appears that the simple
Neumann conditions employed here represent a satisfactory
treatment of the boundaries of our simulation domain.

[23] The results from two test case scenarios are presented
in sections 3 and 4. All other parameters remaining the same,
the magnetic field amplitude is varied from 20 to 2000 nT,
in order to demonstrate its effects on the dynamo currents.

3. Results
[24] In this section, we report results from two represen-

tative simulation runs with EB= 20 nTbz and EB= 2000 nTbz,
hereafter referred to as “Case 1” and “Case 2,” respectively.
Our results demonstrate the formation of a dynamo current
in the altitude range predicted by the calculations that
produced Figure 2.

[25] Figures 3 and 4 show representative still frames for
case 1 after 100.0 s, and for case 2 at t = 1.0 s, respectively.
The simulations performed in the framework of this paper
demonstrate the buildup of electrical currents that generates
a perturbation of the magnetic field, which ultimately results

in the formation of Alfvén waves. These waves propagate at
the Alfvén speed EVA from equation (14).

[26] For the case of a uniform vertical magnetic field,
Alfvén waves accelerate as they propagate upward toward
regions where ions are scarce. Although it is a useful
approximation, the hypothesis of a strong magnetic field
near z = 400 km most likely leads to overestimated field
values near the upper boundary. The fields at this location
are additionally increased by the reflection on the top of
the simulation domain. It is therefore necessary to choose
a time of observation prior the Alfvén wave reflection at
that boundary [Vasyliūnas, 2012], i.e., at a time when the
simulation runs are still unperturbed by these numerical arti-
facts. Each figure displays the magnitudes and directions
of magnetic field perturbation ı EB, the electric field EE, and
velocities of the dominant ion O+

2 and electrons ( EVO+
2

and EVe)
in Figures 3a, 3b, 3c, and 3d, respectively. Figures 3a and 3b
use surface maps at x = 0 km, y = 0 km, and z = 130 km
to show the magnitudes of ı EB and EE throughout simulation
domain. In addition, the solid blue lines in Figure 3a show
the shape of the magnetic field lines at the time of the snap-
shot (100.0 s for case 1 and 1.0 s for case 2) and emphasize
their distortion at the altitude of the dynamo region under the
influence of the magnetic perturbation.

[27] The choice of a uniform velocity for the charge
carriers at t = 0 s, of a uniform neutral wind, and of a uniform
initial magnetic field EB = B0bz limits horizontal variations.
Consequently, the physical processes of interest vary along
the z-direction only. The observation of the dynamic evolu-
tion of Figure 3a shows a perturbation of the magnetic field
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Figure 6. Current density components at the center of the
simulation domain. The snapshot is taken (a) at t = 100.0 s
for an initial magnetic field EB = 20 nT Oz and (b) at t = 1.0 s
for an initial magnetic field EB=2000 nT Oz. The gray shading
emphasizes the location of the dynamo region expected from
Figure 2.

ıB � 1–2 nT, i.e., about 5–10% of the crustal field. The
perturbation is created between 175 and 200 km altitude,
dividing the local atmosphere into three regions: (1) a low
altitude region where collisional interactions guide both ion
and electron trajectories; (2) a high altitude region where all
charged particles are magnetized and follow a gyromotion;
and (3) the dynamo region in-between, where electrons are
magnetized but ions are not. It is then moved upward by
pressure gradients and hydrodynamic effects. In addition, it
can be noticed that in the lower region of the atmosphere,
the electric field possesses a strong component alongby and
Ex �0, while at higher altitudes, EE is predominantly directed
toward the negativebx direction. The observation of Figure 3,
and specifically of the ion and electron velocities (Figures 3c
and 3d), reveal that below�200–225 km, both species move
along the direction of the neutral wind at �100 m/s. Above,

hydrodynamic processes favor an upward vertical flow at
even higher speed.

[28] Figure 4 is the same as Figure 3 but for an initial mag-
netic field EB = 2000 nTbz. Figure 4a shows a perturbation
in EB migrating upward that is about 3 times greater than the
perturbation of Figure 3a, but smaller relative to the magni-
tude of the crustal field. Figure 4b appears to be simpler than
its counterpart in Figure 3, suggesting that one process may
overcome all others in several regions of the atmosphere in
this case. In particular, it is clear that in the lower, denser
part of the atmosphere, the electric field is directed toward
+by, while in the upper, less dense part of the domain, EE is
essentially directed along the negativebx direction. Figures 4c
and 4d show similar behavior of ion and electron veloci-
ties. At higher altitudes, the ion and electron flows remain
mostly undisturbed and move with their original speed. The
flow progressively turns toward the +bx direction at lower
altitude and essentially moves with the neutral wind below
z �150 km. An interesting difference with Figure 3 is that
the particle velocities seem mostly confined in the horizon-
tal planes (x-y planes). This difference can be explained by
the choice of the snapshot time, which is dictated by hydro-
dynamic and electrodynamic timescales (see discussion in
section 4).

[29] Both panels of Figure 5 use the formatting of
Figures 3a, 3b, 4a, and 4b to compare the formation of
dynamo currents in case 1 (Figure 5a) and case 2 (Figure 5b).
Figures 5a and 5b allow us to clearly identify a region
with the strongest conduction currents. The region is located
between �125 and �250 km in case 1, and between 110 km
and 140 km in case 2. Figure 2 suggests a dynamo region
spanning from approximately 150 to 225 km altitude for a
20 nT applied field, and from z �110 km to z �160 km
for a 2000 nT strong magnetic field. In both cases 1 and 2,
the currents in these regions follow roughly the same direc-
tion but differ by a factor of 5 approximately, with maximum
current densities being about 15–20 nA/m2 for case 1 and
125 nA/m2 for case 2.

[30] The above results are confirmed by Figure 6. Figure 6
displays the individual components (Jx, Jy, and Jz) and the
norm (|J|) of the electric current on a vertical scan in the
center of the simulation domain (at x = 0, y = 0). Figures 6a
and 6b correspond to cases 1 and 2, respectively, and further
complements the conclusions drawn from Figure 5.

[31] In the next section, we discuss the above results
and provide context and explanation of the development
of dynamo currents in Mars’ ionosphere depending on the
magnitude of the crustal fields.

4. Discussion
[32] The simulations entitled case 1 and case 2 have been

performed with the same initial conditions provided by or
derived from Figure 1. In both cases, the initial velocities of
all charge carriers is chosen to be 100 m/s along the y-axis,
i.e., normal to both the vertical magnetic field EB and to the
neutral wind EVn = 100 m/sbx, to maximize the effect of the
Lorentz forces on the plasma (see section 2).

[33] Throughout this paper, we adopted uniform initial
vertical geometries for the magnetic fields. This obviously
does not reproduce the complexity of the Martian magnetic
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topology as evidenced by, e.g., the percent reconnection at
400 km of magnetic field lines to the interplanetary mag-
netic field (IMF) [Brain et al., 2007]. Yet their simplicity is
a valuable asset for the purpose of understanding the physics
of the formation of the dynamo current, the interactions
between the lower ionosphere and the crustal fields, and
for the validation of a new model. A 20 nT magnetic field
corresponds to a typical weak-to-moderate crustal field as
measured by Mars Global Surveyor Magnetometer [Acuña
et al., 2001; Brain et al., 2003]. The choice of a 2000 nT
field may overestimate the maximum field found on the
surface but presents the advantage of creating a theoreti-
cal dynamo region quite distinct from the one created by a
20 nT magnetic field (see Figure 2). It is possible to obtain
a theoretical dynamo region above �250 km. This would
be achieved by decreasing the magnitude of the magnetic
field (B �1 nT), but such low fields are hardly able to
create noticeable perturbation in the dynamics of the charge
carriers. In addition, fields with extremely low magnitudes
are unlikely, insofar as the piled up solar wind on the day-
side at 250 km is at least 20 nT, and the magnetotail field on
the nightside is at least 5 nT. On the other hand, increasing
the magnetic field above 2000 nT would not only become
very unrealistic but would also lower the dynamo region
into a region where the charge carriers are scarce. Indeed,
both measurements of the electron number density (see [e.g.,
Kliore, 1992] for Viking I and [e.g., Bougher et al., 2001] for
MGS) and models derived from Chapman’s [1931] theory
for dayside ionospheric profiles [e.g., Pi et al., 2008] show
a dramatic decrease in the electron number density below
z �100 km. In the absence of charge carriers, no dynamo
region can develop, and the existence of a dynamo region
below altitude 50–100 km is unlikely under nominal condi-
tions such as those presented in Figure 1 and adopted for the
simulations developed in this paper. A 2000 nT magnitude
maximizes the effect of collisions between the charge carri-
ers and the neutral particles CO2 and O, via the placement
of the dynamo region near the peak of the charged species
densities (see Figures 1 and 2b). This result is consistent
with Lillis et al.’s [2011] estimated altitude of the dynamo
region for local dipolar fields with similar intensity. In par-
ticular, Lillis et al.’s [2011] Figure 9 also suggests that in that
situation, the dynamo region develops near the maximum in
electron density.

[34] Figures 5 and 6 emphasize the formation of a dynamo
current between 150 and 225 km for a 20 nT applied field
and between 110 and 150 km for a 2000 nT magnetic
field, i.e., at the location of the dynamo regions predicted
by Figure 2. For two uncoupled flows of ions and elec-
trons, the maximum electrical current is obtained when the
positive and negative fluids move in opposite directions
(namely, EVe = – EVi). It can be safely assumed that after the
transitory stage, all ions in the dynamo region are moving
due to their collisions with the neutrals, effectively being
entrained by the neutral wind and moving at the speed
EVi = EVn. For singly charged ions, under the plasma approxi-
mation, the maximum current in the dynamo region for such
uncoupled flows is Jmax � 2eneVn. Given the values of ne
and EVn for cases 1 and 2 (ne|z=175 km � 104 cm–3, ne|z=120 km �
105 cm–3, and Vn=100 m/s), we calculate Jmax � 10–7 and
10–6 A/m2 for cases 1 and 2, respectively. The modeled

Figure 7. Pressure gradients of O+
2, CO+

2, and O+, and
electrons at t = 0 s, x = 0 km, and y = 0 km, based on the
pressure estimates provided in Figure 1d.

dynamo current densities are naturally expected to be below
the analytically calculated maximum currents. Evidence of
the coupling between the flows of positive and negative
charge carriers is found in Figures 3c, 3d, 4c, and 4d, as
ions and electrons clearly do not move in opposite direc-
tions. Coincidently, Figures 5 and 6 suggest that the actual
maximum values of the dynamo currents are about an order
of magnitude less than the “back-of-the-envelope calcula-
tions” above. Yet it is important to notice that the factor of
10 difference between the currents in cases 1 and 2 estimated
from the analytical calculations is accurately reproduced by
the model. The dependencies on ne and Vn have been con-
firmed by performing simulations (not presented here for the
sake of brevity) in which the neutral wind speed is varied
with all other parameters remaining the same. Using an elec-
tron transport model, Fillingim et al. [2010] calculated Mars’
atmospheric current between 100 and 300 km altitudes. In
this work, the currents range from 10–1 to 103 nA/m2, fully
consistent with the simulation results presented in this paper.
In another back-of-the-envelope estimate, Withers et al.
[2005] suggested currents of 30 A/km over a 10 km thick
region for a 100 nT field, which is equivalent to a current
density of 3.0�10–6 A/m2, consistent with the results of
the current project. In a more detailed calculation, Withers
[2008] found current densities of 10–8 A/m2 for a 50 nT field,
which is noticeably smaller than our results.

[35] Both panels of Figure 6 indicate the existence of
a second region of currents above the dynamo region.
Fillingim et al. [2010] attributed similar currents to the
interaction of pressure gradients with the magnetic field.
Figure 7 displays the pressure gradients of each species at
t = 0 s, using a central difference scheme applied to the
profiles of Figure 1d. Based on this plot, pressure gradients
are expected to both contribute to current densities in the
dynamo region and support the development of currents in
other part of the ionosphere as shown in Figure 6.

[36] Figure 2 shows that collisions play little, if any, role
at high altitudes. At these locations, the ion flow remains
relatively unperturbed except by the hydrodynamic effects,
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which provide the ions and electrons with a vertical motion.
It should be noted that these effects appear due to the
initial temperature and density profiles that are used in
the model.

[37] The simulation results presented in Figure 3c show
that particles are moving with their initial velocity in the
horizontal plane (normal to EB) for z &350 km, creating an
induced electric field – EVe(t = 0) � EB = –2 � 10–6 V/mbx,
which is confirmed by Figure 3b. On the other hand, colli-
sions are the driving engine of motions of charged species
in higher neutral density regions, i.e., at lower altitudes.
Consequently, all species move in a relatively uniform
flow with the velocity EVn for z .120 km. The theoretical
induced electric field at this altitude is therefore – EVn � EB =
+2 � 10–6 V/mby, consistent with the model results shown
in Figure 3b.

[38] The results of Figure 4 further support the above
discussion. Indeed, when the initial magnetic field is
increased by 2 orders of magnitude, the term – EVe � EB in
equation (13) becomes even more dominant, and we find
that the modeled electric field is indeed almost equal to the
predicted theoretical field. The main difference between the
charged species flows in cases 1 and 2 is the absence of a
vertical component to the velocities in the latter. The expla-
nation lies in the respective timescales of hydrodynamic and
electromagnetic effects. The timescale of electromagnetic
effects �EM can be estimated based on the time it takes to
travel through the full height of the domain at the Alfvén
speed VA (given by equation (14)):

�EM =
Lz

VA
(21)

Using equations (14) and (21), it naturally follows that �EM is
inversely proportional to the applied magnetic field. There-
fore, the snapshots of cases 1 and 2 are taken at the same
“electromagnetic time” t/�EM, insofar at case 1 is observed
100 times later than case 2, but employs a 100 times smaller
magnetic field.

[39] On the other hand, a change in EB does not affect
the timescale of the hydrodynamic effects, and therefore, at
the time of the snapshot of Figure 3, hydrodynamic pro-
cesses have seemingly affected the simulation. Conversely,
the hydrodynamic effects have yet to modify the flow in
case 2 after t = 1.0 s, and a substantial vertical component
is indeed present later on in the run. It should be noted that
the study of the evolution of the maximum current density
with time confirms that the system has stabilized at the times
chosen for cases 1 and 2.

[40] The above results demonstrate that the dynamo
currents are directly impacted by the speed of the neutral
wind in the collisional regions and in particular in the
dynamo region. They are also indirectly influenced by the
strength of the local magnetic field, insofar as the magni-
tude of EB defines the location of the dynamo region, and
therefore the densities of neutrals and charged species in the
region where the current develops. In contrast, the electric
field mostly depends on the Lorentz force applied to elec-
trons, and this dependence increases with the strength of
the applied magnetic field. Consequently, the electric field
depends directly on the magnetic field and on the electron

velocity, which is greatly correlated to the neutral wind in
the highly collisional regions.

[41] From the above discussion, the model displays very
promising features as a complementary tool to future
missions to Mars. In particular, it will benefit from the mea-
surements from Mars Atmospheric and Volatile Evolution
(MAVEN) mission, scheduled for launch in late 2013 [Folta,
2010]. This mission will focus on Mars’ upper atmosphere
and provide densities and temperatures of electrons, ions,
and neutrals (both with composition information), as well as
solar EUV and precipitating electrons, which are particularly
appropriate for the improvement of the initial conditions and
parameters used in the model presented in this paper.

5. Conclusions
[42] In this work, we introduced a new model of Mars’

particle charged atmosphere. Mars’ atmospheric electrody-
namics is made more intricate, in part by the complex
topology of the magnetic field, but also due to the nonho-
mogeneous nature of Mars’ atmosphere and ionosphere. The
model is three-dimensional, dynamic, self-consistent, and
multifluid. Multifluid models are known to be complex due
to their profoundly coupled nature but are also necessary
to study the mechanisms driving the dynamics of plane-
tary atmospheres [Vasyliūnas, 2012], and particularly in the
formation of a dynamo region. The results presented in this
paper have proven to be remarkably robust and confirm the
existence of a conduction current in the expected dynamo
region of Mars’ atmosphere. The location and shape, as well
as the magnitude of the dynamo currents depend on the
local geometry and strength of the magnetic field. This paper
supports the study of various complex magnetic geometries
(J. A. Riousset, in preparation, 2013). Our results show con-
sistency with analytical predictions in terms of location and
magnitude of the dynamo currents but also suggest a rea-
sonable explanation for the direction and magnitude of the
electric field in various parts of the simulation domain, both
qualitatively and quantitatively. Overall, this work consti-
tutes a solid basis toward an improved understanding of
the electrodynamics of Mars’ atmosphere and may ulti-
mately pose potential considerations for the interpretation of
MAVEN data.
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