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[1] A relationship between J, the current density, and E 0, the electric field measured in the
frame of the neutral wind, is derived for a planetary ionosphere: J = Q + S E 0. If pressure
gradients and gravity are neglected, this reduces to the well-known J = � E 0, where � is the
conductivity tensor. If J = 0, this reduces to ambipolar diffusion. Neither J = � E 0 nor
ambipolar diffusion can describe the vertical motion of plasma in a dynamo region, a region
where electrons are tied to fieldlines, but ions are not. This has prevented models from
accurately describing how vertical plasma transport affects plasma densities in the martian
ionosphere. The relationship J = Q + S E 0 is applied to a one-dimensional ionospheric
model to study ion velocities, electron velocities, currents, electric fields, and induced
magnetic fields simultaneously and self-consistently. In this model, ion and electron
velocities transition smoothly from moving across fieldlines below the dynamo region to
moving along fieldlines above the dynamo region. This relationship is valid for the
terrestrial ionosphere; replacing J = � E 0 with J = Q + S E 0 in terrestrial models may alter
some of their predictions.

Citation: Withers, P. (2008), Theoretical models of ionospheric electrodynamics and plasma transport, J. Geophys. Res., 113,
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1. Introduction

[2] Moving charged particles are accelerated by magnetic
fields. If the effects of magnetic fields are stronger than the
effects of collisions and other forces, then charged particles
cannot cross magnetic fieldlines [Rishbeth and Garriott,
1969; Kelley, 1989]. In the mid-latitude terrestrial iono-
sphere, electrons and ions are ‘‘frozen-in’’ to fieldlines above
75 km and 130 km, respectively [Rishbeth and Garriott,
1969]. The intermediate region between 75 and 130 km is
known as the dynamo region, within which currents flow.
[3] An ionospheric model must have a realistic represen-

tation of the electric field, which also accelerates charged
particles, if it is to describe the motion of ionospheric plasma
accurately. Empirical electric field models that are based on
direct observations exist only for Earth [e.g., Richmond et al.,
1980]. Theoretical approaches to determining the electric
field include ambipolar diffusion and the conductivity equa-
tion. Ambipolar diffusion, which assumes that no current
flows through the ionosphere, can predict the electric field
below the dynamo region, but not within the dynamo region
[Rishbeth and Garriott, 1969]. The conductivity equation,
which assumes that the effects of gravity and pressure
gradients on charged particles are negligible, can predict
the electric field in an ionosphere, but its assumptions
fail where plasma motion is not horizontal [Forbes, 1981].
Therefore existing theory offers only an incomplete

description of the vertical motion of plasma in a dynamo
region [e.g., Forbes, 1981; Richmond, 1983; Kelley, 1989].
[4] This is not generally considered a problem for terres-

trial ionospheric studies because plasma transport has a
negligible effect on plasma densities in the dynamo region
[Rishbeth and Garriott, 1969]. Vertical transport of plasma
is only important at higher altitudes. The effects of these
problems are more obvious on Mars, which has a weak
crustal magnetic field. Magnetic field strength and direction
vary on lengthscales of hundreds of kilometers, much
smaller than the planetary radius [Acuña et al., 1999;
Connerney et al., 1999]. Dynamo regions on some parts
of Mars occur at altitudes where plasma transport has a
significant effect on plasma densities.
[5] In this paper, theoretical tools are developed to deter-

mine ionospheric electromagnetic fields and their effects on
ion and electron velocities. These tools are more complete
than current implementations of ambipolar diffusion and the
conductivity equation. These tools are directly applicable to
martian ionospheric studies, are a generalization of theories
currently applied to the terrestrial ionosphere, and may be
useful for terrestrial ionospheric and magnetospheric stud-
ies. We focus on general theory in this paper, so specific
application of these tools to problems in terrestrial iono-
spheric studies will be addressed in future work.
[6] We first discuss weaknesses in existing models of

ambipolar diffusion (section 2). We then use the conserva-
tion of momentum to obtain a relationship between current
density and electric field (sections 3–5), explore the con-
straints imposed by Maxwell’s equations (section 6), and
show that current implementations of ambipolar diffusion
and the conductivity equation are special cases of our more
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general formulae (sections 7–8). We finally apply this
general theory to a simplified Mars-like ionosphere to
demonstrate that it accurately describes the vertical motion
of plasma in a dynamo region (sections 9–10).

2. Introduction to Ambipolar Diffusion

[7] We motivate this work by demonstrating that ambi-
polar diffusion provides an incomplete description of plas-
ma motion. Consider a quasi-neutral ionospheric plasma
that has one ionic species, no horizontal gradients, and no
atmospheric winds. If ion-electron collisions are neglected,
the steady state ion and electron velocities satisfy [Rishbeth
and Garriott, 1969]:

0 ¼ mig �
1

N
r NkTið Þ þ eE þ evi � B� mininvi ð1Þ

0 ¼ meg �
1

N
r NkTeð Þ � eE � eve � B� menenve ð2Þ

where subscript e refers to electrons and subscript i refers to
ions, m is mass, g is the acceleration due to gravity, N is ion
density, which equals the electron density, k is Boltzmann’s
constant, T is temperature, �e is the charge on an electron,
E is the electric field, B is the magnetic field, v is velocity,
nin is the ion-neutral collision frequency, and nen is the
electron-neutral collision frequency.
[8] A relationship between vi,z and ve,z, where the z axis is

vertical, can be derived from charge conservation, which
requires that:

r 	 J þ @r
@t

¼ 0 ð3Þ

where J is current density and r is charge density. For a
quasi-neutral plasma, equation (3) reduces to:

r 	 J ¼ 0 ð4Þ

[9] Since there are no horizontal gradients, equation (4)
reduces to:

@Jz
@z

¼ 0 ð5Þ

so Jz is uniform. If there is no external current source, then
currents cannot flow outside the ionosphere and Jz must be
zero. Since J is defined as:

J ¼ eN vi � ve
� �

ð6Þ

it follows that:

vi; z ¼ ve; z ¼ vz ð7Þ

where vz is defined by equation (7). The vertical components
of equations (1) and (2) become:

0 ¼ �mig � 1

N

@ NkTið Þ
@z

þ eEz þ e vi; xBy � vi; yBx

� �
� mininvz

ð8Þ

0 ¼ �meg �
1

N

@ NkTeð Þ
@z

� eEz � e ve; xBy � ve; yBx

� �
� menenvz

ð9Þ

[10] If Bx = 0 and By = 0, then the sum of equations (8)
and (9) is:

0 ¼ � mi þ með Þg � 1

N

@ Nk Ti þ Teð Þð Þ
@z

� minin þ menenð Þvz

ð10Þ

[11] Since me 
 mi and menen 
 minin, vz is [Rishbeth
and Garriott, 1969]:

vA ¼ vz ¼
�1

minin
mig þ 1

N

@ Nk Ti þ Teð Þð Þ
@z

� �
ð11Þ

where vA is defined by equation (11). Substituting
equation (11) into equation (8) and rearranging gives Ez:

EA ¼ Ez ¼
�1

eN

@ NkTeð Þ
@z

ð12Þ

where EA is defined by equation (12). Even if Bx 6¼ 0 or
By 6¼ 0, equations (11) and (12) are valid if B is very weak.
A different solution exists if B is very strong and inclined at
angle I to the horizontal. From equations (1) and (2),
components of vi and ve that are perpendicular to B must
approach zero in the limit that B ! 1. Plasma can only
move along a fieldline, parallel to B. Equation (4) and Jz = 0
on the ionosphere’s boundary require that vi,k = ve,k. Since
gravitational and pressure gradient forces are vertical, the
plasma velocity parallel to B is vA sin I. The vertical
component of the plasma velocity is vA sin2 I. The electric
field parallel to B is EA sin I.
[12] B is very strong if Wi/nin � 1 and We/nen � 1, where

Wi = eB/mi is the ion cyclotron frequency and We = eB/me is
the electron cyclotron frequency. B is very weak if Wi/nin 

1 and We/nen 
 1. Typically menen 
 minin, so Wi/nin 

We/nen. Since nin and nen are proportional to neutral number
density, which decreases exponentially with altitude,
whereas B changes more slowly with altitude, the effects
of B become more significant as altitude increases. In
general, conditions in an ionosphere around a magnetized
body approach the weak field limit at low altitudes and
approach the strong field limit at high altitudes, with an
intermediate altitude region where B is neither very strong
nor very weak. This intermediate region is known as the
dynamo region and it lies between 75 and 130 km in the
terrestrial dayside mid-latitude ionosphere.
[13] The lower and upper boundaries of a dynamo region

are defined to occur where We/nen = 1 and Wi/nin = 1,
respectively. Ionospheric plasma densities are controlled via
the continuity equation by a combination of photochemical
processes and transport processes. In a typical ionosphere,
photochemical processes dominate at low altitudes and
transport processes dominate at high altitudes. The position
of the photochemical/transport boundary relative to the
dynamo region is important. If the photochemical/transport
boundary occurs above the dynamo region, as in the
terrestrial ionosphere, then the strong field limit of ambi-
polar diffusion (vi,z = ve,z = vA sin2 I) can be used to model
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how plasma transport affects plasma densities. If the
photochemical/transport boundary does not occurs above
the dynamo region, which happens on Mars, existing
theories are unable to model how plasma transport affects
plasma densities.

3. Conservation of Momentum

[14] We now return to first principles to investigate
theories of plasma motion. The momentum equations for
each species of charged particle in an ionosphere are
[Chandra, 1964; Banks and Kockarts, 1973]:

mj

@vj

@t
þ mj vj 	 r

� �
vj ¼ mjg � 1

Nj

r NjkTj
� �

þ qjE þ qjvj � B

� mjnjn vj � u
� �

� mj

X
k 6¼j

njk vj � vk

� � !

ð13Þ

where t is time, j is an index referring to a charged species,
mj is the mass of a particle of species j, vj is the velocity of
species j, g is the acceleration due to gravity, Nj is the
number density of species j, k is Boltzmann’s constant, Tj is
the temperature of species j, qj is the charge of a particle of
species j, E is the electric field, B is the magnetic field, njn is
the ‘‘diffusion collision frequency’’ for collisions between
particles of species j and neutrals n, u is the neutral wind
velocity, and njk is the ‘‘diffusion collision frequency’’ for
collisions between charged particles of species j and k. The
current density, J, is defined as.

J ¼
X
j

Njqjvj ð14Þ

[15] In a planet-fixed frame, g includes centrifugal
acceleration and any tidal accelerations. Equation (13)
neglects viscosity and Coriolis forces. For convenience, wj

and E 0 are defined by:

wj ¼ vj � u ð15Þ

E0 ¼ E þ u� B ð16Þ

[16] E 0 is the electric field in a frame of reference
moving at the neutral wind velocity, u, and wj is the
velocity of species j in that frame [Kelley, 1989]. Since
the Debye length of typical ionospheric plasmas is much
smaller than any characteristic lengthscale of the iono-
sphere, the plasma must be quasi-neutral [Kelley, 1989;
Rishbeth, 1997]:

X
j

Njqj ¼ 0 ð17Þ

[17] To simplify the vj � B term in equation (13), B and
unit vector b̂ are defined by Bb̂ = B, and L is defined by:

X � B ¼ L X ð18Þ

where X is any vector. In component form, L is:

L ¼
0 þbz �by

�bz 0 þbx
þby �bx 0

0
@

1
A ð19Þ

[18] L�1 does not exist. Equation (13) is linearized by
neglecting the (vj 	 r ) vj term, @vj/@t is neglected to enforce
steady state conditions, and equations (15)–(18) are used to
rearrange equations (13)–(14):

0 ¼ mjg � 1

Nj

r NjkTj
� �

þ qjE
0 þ qjBL wj

� mjnjnwj � mj

X
k 6¼j

njk wj � wk

� � !
ð20Þ

J ¼
X
j

Njqjwj ð21Þ

[19] Suppose all quantities in equations (20) and (21),
except J, E 0, and wj, are known. If there are p species of
ions, then equations (20) and (21) provide p + 2 linear
equations linking the p + 3 unknowns J, E 0, and wj. Hence
these equations must lead to a linear relationship between
any pair of J, E 0, and wj, such as J = Q + S E 0.

4. Finding a Linear Relationship Between J and E0

[20] The most general relationship between J and E 0 that
is possible is J = Q + S E 0. Expressions for Q and S are
derived in this section after the effects of collisions between
charged particles are neglected. Similar methods can be
used to obtain more general expressions for Q and S without
neglecting these effects. This simplified case is presented to
illuminate the underlying physics more clearly. Setting njk =
0, equation (20) becomes:

0 ¼ mjg �
1

Nj

r NjkTj
� �

þ qjE
0 þ qjBL wj � mjnjnwj ð22Þ

[21] Rearranging leads to:

wj ¼ mjnjnI � qjBL
� ��1

mjg � 1

Nj

r NjkTj
� �

þ qjE
0

� �
ð23Þ

wj ¼
1

mjnjn
I � kjL
� ��1

mjg � 1

Nj

r NjkTj
� �

þ qjE
0

� �
ð24Þ

wj ¼
1

Njqj
Qj þ SjE

0
� �

ð25Þ

where I is the identity matrix and kj, which has the same
sign as qj, is qj B/mjnjn. jkjj is the ratio of the gyrofrequency,
jqjj B/mj, to the collision frequency, njn. Qj and Sj are:

Qj ¼
Njqj

mjnjn
I � kjL
� ��1

mjg �
1

Nj

r NjkTj
� �� �

ð26Þ

Sj ¼
Njq

2
j

mjnjn
I � kjL
� ��1

ð27Þ
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[22] Although L�1 does not exist, ( I � kjL)
�1 does exist

for all kj 6¼ 1. Substituting equation (25) into equation (21)
gives an expression for J.

J ¼
X
j

Qj

 !
þ

X
j

Sj

 !
E0 ð28Þ

J ¼ Qþ S E0 ð29Þ

where Q and S are:

Q ¼
X
j

Njqj

mjnjn
I � kjL
� ��1

mjg � 1

Nj

r NjkTj
� �� �

ð30Þ

S ¼
X
j

Njq
2
j

mjnjn
I � kjL
� ��1

ð31Þ

[23] The directions of Qj and Sj E
0 are controlled by kj. If

kj 
 1 (weak field), then Qj is parallel to gravitational
and pressure gradient forces, which are usually vertical, and
Sj E

0 is parallel to E 0. If kj � 1 (strong field), then both Qj

and Sj E
0 are parallel to B.

[24] A related relationship between J and E0 is given by
Eccles [2004]. However, it is not frame-independent, has
onlyone ionspecies, andneglects theeffectsofgravitynear the
magnetic equator (equation (2b) of Eccles [2004]). Eccles
[2004] solves these equations after assuming that the
component of the electric field parallel to the magnetic field
is zero.This assumption isnot consistentwith the situation that
arisesduringambipolardiffusion, either in theweak-field limit
or in the limit of strong vertical field (equation (12)).

5. Comparison of J = Q + S E 0 and J = s E 0

[25] The relationship J = Q + S E 0 is different from the
conductivity equation, J = � E 0, which is the usual version
of Ohm’s Law used in ionospheric physics, where � is the
conductivity tensor. J = � E 0 is derived from the momentum
equations under the assumption that gravitational and
pressure gradient forces are negligible [Forbes, 1981;
Richmond, 1983; Kelley, 1989]. If gravitational and pressure
gradient forces are neglected, does J = Q + S E0 reduce to
J = � E 0? In this case, Q = 0 and, since S is independent of
gravitational and pressure gradient forces, the question
reduces to whether S equals � (equations (30) and (31)).
[26] J = � E 0, a frame-independent equation, is derived

from the frame-independent momentum equations. However,
ionospheric physics textbooks do not give a frame-indepen-
dent representation of the conductivity tensor, which suggests
that the powerful tools of linear algebra are not being fully
utilized in the derivation and application of J = � E 0. In order to
compare S and �, we assume that B =B ẑ. Using equation (19),

I � kjL
� ��1

¼
1 �kj 0

kj 1 0

0 0 1

0
@

1
A

�1

ð32Þ

I � kjL
� ��1

¼

1

1þ k2
j

� � kj

1þ k2
j

� � 0

�kj

1þ k2
j

� � 1

1þ k2
j

� � 0

0 0 1

0
BBBBBB@

1
CCCCCCA

ð33Þ

which leads to (equation (31)):

S ¼
X
j

Njq
2
j

mjnjn

1

1þ k2
j

� � kj

1þ k2
j

� � 0

�kj

1þ k2
j

� � 1

1þ k2
j

� � 0

0 0 1

0
BBBBBB@

1
CCCCCCA

ð34Þ

[27] Equation (34) is the usual representation of the con-
ductivity tensor, so J = Q + S E 0 does reduce to the well-
known expression J = � E 0 when gravitational and pressure
gradient forces are neglected [Forbes, 1981; Richmond,
1983; Kelley, 1989]. J = � E 0 is therefore a restricted special
case of the more general expression J = Q + S E 0. Given the
widespread use of J = � E 0 in ionospheric and magneto-
spheric physics, J = Q + S E 0 may have many practical
applications. For example, the usual equations of magne-
tohydrodynamics are derived from J = � E 0 [Gombosi,
1998]. Strangeway and Raeder [2001] discuss the effects of
pressure gradients and gravity on collisionless and colli-
sional magnetohydrodynamics. The Earth’s ionosphere
includes a global layer of metallic ions derived from
meteoroids. The ion densities in this layer are strongly
affected by the transport of ions due to neutral winds, electric
fields, and magnetic fields [Fesen et al., 1983; Bedey and
Watkins, 1997; Carter and Forbes, 1999]. This work may
have applications to models of this metallic ion layer.
[28] The xy and yx elements of S represent the Hall

conductivity, sH, the xx and yy elements represent the
Pederson conductivity, sP, and the zz element represents
the direct conductivity, s0. If kj! 0, then sP= s0 and sH = 0.
If kj ! 1, then sP = 0 and sH = 0. Equations (32)–(34)
illustrate the close relationship between sP and sH. The

inverse of
1 �kj

kj 1

� �
, which is 1

1þk2
j

1 kj

�kj 1

� �
, has

only two distinct elements. The diagonal elements of
this inverse matrix contribute to the Pederson conductiv-
ity and the off-diagonal elements contribute to the Hall
conductivity.

6. Conservation of Charge and Maxwell’s
Equations

[29] B, E, and J must conserve charge and satisfy
Maxwell’s equations. For a quasi-neutral ionosphere, charge
conservation becomes:

r 	 J ¼ 0 ð35Þ
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[30] Neglecting the effects of planetary rotation and
requiring steady state electric and magnetic fields, three of
Maxwell’s four equations are [Richmond, 1983]:

r 	 B ¼ 0 ð36Þ

r � E ¼ 0 ð37Þ

r � B ¼ m0 J ð38Þ

where m0 is the permeability of free space. The missing
Maxwell’s equation, Gauss’s Law, has been replaced by
the quasi-neutrality equation, equation (17). The total
magnetic field, B, is expressed as Bp + Bi. One part of
the magnetic field, Bp, is generated by currents flowing
within the planet. Above the planetary surface, Bp is a
known field that satisfies r 	 Bp = 0 and r � Bp = 0. Bp

can be zero. The other part, Bi, is generated by currents
flowing within the ionosphere. Bi satisfies r 	 Bi = 0 and
r � Bi = m0 J. Bi is zero if J = 0.

7. Ambipolar Diffusion Revisited

[31] The relationship J = Q + S E 0 raises the possibility
of current flowing in the absence of an electric field or an
electric field existing without causing a current to flow, if
r � E = 0, r 	 J = 0, and the appropriate boundary
conditions are satisfied. Ambipolar diffusion, a common
model for ionospheric plasma transport, occurs when J =
0 but not all wj are zero. If we assume that J = 0, which
automatically satisfies r 	 J = 0, then equations (25) and
(29) lead to:

E0 ¼ �S�1Q ð39Þ

Njqjwj ¼ Qj � SjS
�1Q ð40Þ

[32] Is this consistent with known results for ambipolar
diffusion in the absence of a magnetic field (equation (11))?
We first assume that menen 
 minin, that nen 
 nin, and that
there is only one species of ion, labeled i, whereas electrons
are labeled e, so Ni = Ne = N [Rishbeth and Garriott, 1969;
Banks and Kockarts, 1973]. Since J is zero, wi = we = w. We
use equations (30)–(31), set kj = 0 since B = 0, and neglect
some small terms to find that:

Q ¼ Ne

minin

� �
mig þ e

menen
r NkTeð Þ ð41Þ

S ¼ Ne2

menen
I ð42Þ

[33] Using the ion version of equation (40) and equations
(41)–(42), w satisfies:

New ¼ Ne

minin
mig � 1

N
r NkTið Þ

� �

� Ne2

minin

� �
menen
Ne2

� � Ne

minin
mig þ

e

menen
r NkTeð Þ

� � ð43Þ

[34] Rearranging,

New ¼ Ne

minin

� �
mig 1� menen

minin

� �
� e

minin
r Nk Ti þ Teð Þð Þ

ð44Þ

[35] Neglecting a small term (menen 
 minin) and rear-
ranging again,

w ¼ 1

minin
mig � 1

N
r Nk Ti þ Teð Þð Þ

� �
ð45Þ

which is consistent with earlier results (equation (11))
[Rishbeth and Garriott, 1969].

8. Dynamo Equation

[36] Equation (37) can be rewritten as:

E ¼ �rf ð46Þ

where f is a scalar potential. Equations (16), (29), (35), and
(46) can be combined to obtain:

r 	 Qþ BS L u� S rf
� �

¼ 0 ð47Þ

[37] Equation 47, a second-order partial differential equa-
tion in f with variable coefficients, is an extension of the
‘‘dynamo equation’’ [Forbes, 1981]. If the dynamo equation
can be solved for f, then the unknowns E, E 0, J, wj, vj, and
Bi can be determined straight-forwardly.
[38] One approach to solving equation (47) is as follows.

If all the variables in equation (47), except f, are known
throughout the volume of interest then equation (47) can be
rewritten as:

0 ¼ aþ brEr þ bqEq þ bfEf þ grr
@Er

@r
þ grq

@Er

@q
þ grf

@Er

@f

þ gqr
@Eq

@r
þ gqq

@Eq

@q
þ gqf

@Eq

@f
þ gfr

@Ef

@r
þ gfq

@Ef

@q

þ gff
@Ef

@f
ð48Þ

where the a, b and g coefficients are known throughout
the volume of interest. Suppose that the volume of
interest has a spherical lower boundary (r = R) on which
E is specified. Six of the nine partial derivatives of E that
appear in equation (48), those with respect to q and f,
are therefore known at r = R. @Eq

@r and
@Ef

@r can be found at
r = R from equation (37) (r � E = 0). The remaining
partial derivative, @Er

@r , can be found at r = R using
equation (48). Since E and all its first-order partial
derivatives are known at r = R, E at r = R + Dr can be
found. This can be extended outwards until E is known
throughout the volume of interest.
[39] The choice of a spherical polar coordinate frame and

spherical lower boundary is convenient, but not necessary.
This technique can be applied as long as either E or J is
specified on a continuous surface that separates the system
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into two parts. If J is specified on the boundary, E can be
found on that boundary using equations (16) and (29).

9. One-Dimensional Ionospheric Model

[40] Sections 1–8 have derived a frame-independent
relationship between J and E that includes the three-
dimensional effects of gravity and pressure gradients. This
relationship can be used in an ionospheric model to make
testable predictions about a planetary ionosphere. Those
predictions may differ from predictions made by other
models. In this initial paper, we use this relationship in a
one-dimensional ionospheric model. It will be applied to
two-dimensional and three-dimensional models in future
work.
[41] We assume that B and L are independent of Bi. If Bi

is strong enough to affect the velocity of ions and electrons,
the plasma dynamics are beyond the scope of this paper.
Ionospheric models are commonly used to determine
unknown properties E(z), J(z), vj(z), and Bi(z) from known
properties Nj(z), Tj(z), qj, mj, njn(z), u(z), and Bp(z), where z
is altitude. Results for vj(z) can then be used to model how
Nj(z) changes with time. With this assumption, Q and S are
functions of the known properties.
[42] Since J = Q + S E0 and E0 = E + BL u (equations (29)

and (16), respectively), J satisfies:

J ¼ Rþ S E ð49Þ

where R = Q + BS L u is a function of the known properties.
The z component of equation (49) is:

Jz ¼ Rz þ SzxEx þ SzyEy þ SzzEz ð50Þ

[43] Suppose that the ionosphere has no horizontal gra-
dients. Since r � E = 0, @Ex/@z and @Ey/@z are zero, so Ex

and Ey are uniform. r 	 J = 0 becomes @Jz/@z = 0, so Jz is
also uniform. Suppose that either E or J is specified on the
lower or upper boundary of the ionosphere. The other vector
(either J or E) can be determined at that altitude using

equation (49). Now that Ex, Ey, and Jz, which are all
uniform, are all specified on the boundary, Ez can be
determined at any altitude from equation (50) using R and S,
which are known:

Ez ¼
Jz

Szz
� Rz

Szz
� Szx

Szz
Ex �

Szy

Szz
Ey ð51Þ

[44] Thus E can be determined at all altitudes. E0 follows
from equation (16), J follows from equation (29), wj follows
from equation (25), and vj follows from equation (15). For
this one-dimensional case, Bi satisfies (equation (38)).

@Bi;x

@z
¼ m0 Jy ð52Þ

@Bi;y

@z
¼ �m0 Jx ð53Þ

@Bi;z

@z
¼ 0 ð54Þ

[45] Equations (52)–(54) can be used to find Bi at all
altitudes, given a boundary condition for Bi. J = 0 and Bi = 0
are plausible lower boundary conditions for a one-dimen-
sional ionospheric model, provided the altitude of the lower
boundary is chosen appropriately.

10. Application to Mars-Like One-Dimensional
Ionosphere

[46] In this section, we apply the theory of section 9 to an
idealized one-dimensional ionospheric model. Our main
purpose is to convincingly demonstrate that the formalism
developed in this paper leads to self-consistent ion veloci-
ties, electron velocities, currents, and electric fields, espe-
cially through the dynamo region. Existing models do not
do so. We anticipate that application of this formalism to
current systems in the martian ionosphere will be interest-
ing, given the non-dipolar, non-global martian magnetic
field and the small number of previous studies of martian
ionospheric currents. The secondary purpose of this section
is to make predictions concerning currents in the martian
ionosphere and so the model is designed to reflect some, but
not all, of the properties of the martian ionosphere [Withers
et al., 2005]. This is discussed in more detail in section
10.1. An important point is that this model is not intended to
make accurate predictions of Nj(z) far above the main peak.
[47] The continuity equation for species j is [Rishbeth and

Garriott, 1969]:

@Nj

@t
þr 	 Njvj

� �
¼ Pj � Lj ð55Þ

where Pj and Lj are the rates of production and loss of
species j, respectively. Preceding sections of this paper
obtained steady state solutions for vj. A scale analysis
indicates that changes in vj are much faster than changes in
Nj, so steady state solutions for vj can be used to simulate
how Nj varies with time [Richmond, 1983].

Figure 1. Vertical profile of electron density (NPC) for
simulation PC.
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[48] In section 10, we develop a photochemical-only
version of the model that does not include transport processes
(section 10.1), use the photochemical-only results to determine
what vj and related properties would be if transport
processes were suddenly ‘‘switched on’’ (section 10.2),
conduct sensitivity studies (section 10.3), and allow
transport processes to bring Nj to steady state (section 10.4).

10.1. Model Details

[49] The neutral atmosphere is assumed to be composed of
CO2 with a uniform scale height of 12 km and a number
density of 1.4 � 1012 cm�3 at 100 km [Fox et al., 1996].
Gravity is 3.7 m s�2, the flux of ionizing photons at 1 AU is
5� 1010 cm�2 s�1, the planet is at 1.5 AU from the Sun, and
the Sun is directly overhead [Martinis et al., 2003; Withers
and Mendillo, 2005]. CO2 molecules have an absorption
cross-section of 10�17 cm2 [Schunk and Nagy, 2000] and,
adopting a simplified photochemistry, each photon that is
absorbed results in the immediate creation of a single O2

+ ion
[Chamberlain and Hunten, 1987; Fox et al., 1996]. The
ionosphere is quasi-neutral and there is only one species of
ions, so Ni = Ne. Ions are lost by dissociative recombination
with electrons; this process has a dissociative recombination
coefficient, aDR, of 2 � 10�7 cm3 s�1 [Schunk and Nagy,
2000]. In the absence of transport processes, these assump-
tions mean that the ionosphere has the shape of an alpha-
Chapman layer, as shown in Figure 1 [Chapman, 1931a,
1931b; Rishbeth and Garriott, 1969]. We label these photo-
chemical-only plasma densities as NPC. The maximum elec-
tron number density, 2 � 1011 m�3, occurs at 134 km.
[50] Ion-neutral and electron-neutral collision frequencies

are calculated as follows [Banks and Kockarts, 1973]:

njn ¼ 2:9� 10�9 mn

mj þ mn

nn

ffiffiffiffiffiffiffiffi
apol

mr

r
ð56Þ

where njn is in units of s�1, nn is in units of cm�3, apol is in
units of 10�24 cm3, mr is in units of daltons, mn is the mass
of the neutral species, nn is the number density of the neutral
species, apol is the polarizability of the neutral species, and
mr is the reduced mass of the charged and neutral species.
apol for CO2 is 2.911 � 10�24 cm3 [Lide, 1994].

[51] The magnetic field strength is assumed to be uni-
form, 50 nT. Its direction is specified for each simulation in
turn (sections 10.2–10.4). The base of the dynamo region
occurs where nen = We, 141 km. The top of the dynamo
region occurs where nin = Wi, 204 km. The center of the
dynamo region is around 170 km. The ratio of gyrofrequency
to collision frequency, jkj, is shown in Figure 2. jke /kij = 184.
The wind speed, u, is assumed to be zero and the model’s
altitude range is 100–300 km. Lower boundary conditions
are J = 0 and Bi = 0, so vi,z = ve,z = vz.
[52] The model’s chemistry is realistic around the main

peak generated by solar EUV photons. It cannot reproduce
the lower ionospheric layer that is generated by solar X-rays
due to its monochromatic solar spectrum [Fox et al., 1996;
Mendillo et al., 2006]. It cannot simulate observed plasma
densities above about 200 km due to its neglect of O+ ions
[Chen et al., 1978]. Therefore simulated electron densities
and currents should be realistic around the main peak and in
the dynamo region. Simulated topside electron densities and
velocities will not match observations at high altitudes.

10.2. Solution for Plasma Velocity and Related
Properties

[53] We now perform one simulation, called simulation
PC, using the inputs and assumptions of section 10.1. The
goal is to calculate what vi and ve would be if transport
processes were suddenly ‘‘switched on’’ in the photoche-
mical-only ionosphere. B = B (x̂ + ẑ)/

ffiffiffi
2

p
. As B is inclined at

45� to the horizontal, I = 45�. We use the results of section 9
to find vi, ve, Bi, J, and E starting from Ni = Ne = NPC.
Results for vz are shown in Figure 3. Also shown in Figure 3
are vambi,weak and vambi,strong, the weak field and strong field
limits of ambipolar diffusion.

vambi;weak ¼
� mi þ með Þg
minin þ menen

1þ 2kT

mi þ með Þg
@ lnN

@z

� �
ð57Þ

vambi;strong ¼ vambi;weak � sin2 I ð58Þ

Figure 2. jkej (dotted line) and jkij (solid line) for all
simulations. jkj = 1 is marked by the dashed line.

Figure 3. vz (solid line), vambi,weak (dashed line), and
vambi,strong (dotted line) for simulation PC. vz, vambi,weak, and
vambi,strong are negative below 150 km and positive above
150 km. vz = vambi,weak at low altitudes and vz = vambi,strong at
high altitudes.
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[54] Equation (57) is derived from equation (10).
Equation (57) reduces to equation (11) and equation (45)
if small terms are neglected. vz transitions from vambi,weak at
low altitudes to vambi,strong at high altitudes, and the altitude
of the transition region is controlled by ki, not ke. Results
for J are shown in Figure 4. jJj � 10% of its maximum
value between 148 and 262 km, which extends above the
dynamo region. Ez is �1.3 � 10�5 V m�1 at the lower
boundary, increases monotonically with increasing altitude,
passes through 0 at 134 km, and approaches 8.5� 10�7 Vm�1

at higher altitudes. Bi,x and Bi,y, which are both positive at
all altitudes above the lower boundary and increase
monotonically with altitude, are less than 1 nT. Bi 
 Bp, as
was assumed. In order to study how tightly ions and electrons
are frozen in to fieldlines, we define qj as follows:

cos qj
� �

¼
vj 	 b̂

vj

��� ��� ð59Þ

[55] Figure 5 shows qi and qe. qj = 0� corresponds to
motion parallel to B and qj = 180� corresponds to motion

antiparallel to B. For B = B (x̂ + ẑ)/
ffiffiffi
2

p
, qj = 45� corresponds

to upward motion and qj = 135� corresponds to downward
motion. At low altitudes, neither ions nor electrons are tied
to magnetic fieldlines (qi, qe = 45� or 135�). At high
altitudes, both ions and electrons are tied to magnetic
fieldlines (qi, qe = 0� or 180�). At intermediate altitudes,
electrons, but not ions, are tied to magnetic fieldlines (qe =
0�, qi = 45�).
[56] Figures 3 and 5 confirm that both ion and electron

velocities transition smoothly between the expected limits
of the weak and the strong cases. Neither ambipolar
diffusion nor the usual conductivity equation, J = � E,
can accomplish this. Results for E, J, vi, ve, and Bi are
smooth and self-consistent.
[57] Figure 6 shows the timescales for photochemical

loss, tPC, and for transport processes, ttrans. tPC = 1/aDRN
and ttrans is defined by [Rishbeth and Garriott, 1969]:

N

ttrans
¼ @

@z
Nvzð Þ

����
���� ð60Þ

[58] Photochemical loss occurs faster than gain or loss of
ions/electrons by transport below 227 km. Figure 6 shows
how the transport timescale follows one trend below ki = 1/3
and a different trend above ki = 3. This occurs because vz ’
vambi,weak below ki = 1/3 and vz ’ vambi,strong above ki = 3,
where vambi,strong = vambi,weak/2.

10.3. Sensitivity Studies

[59] Results of section 10.2 for E, J, vi, and ve are
obtained from the solution of algebraic, not differential,
equations, so they are insensitive to the number of altitude
levels used. Only the results for Bi involve the integration of
a differential equation. Boundary conditions are applied at
the lower boundary only, so the results are insensitive to the
altitude of the upper boundary. However, the results might
be sensitive to the altitude of the lower boundary. We
performed sensitivity studies by moving the lower boundary
from 100 km to 120 km and 80 km.
[60] Ez changed by less than 2 � 10�10 V m�1. vz

changed by less than 0.1%, except for a narrow region

Figure 4. �Jx (dashed line), Jy (dotted line), and jJj (solid
line) for simulation PC. Jz = 0.

Figure 5. qe (dashed line) and qi (solid line) for simulation
PC. qe and qi change from the weak field limit to the strong
field limit at altitudes where ke = 1 and ki = 1, respectively.

Figure 6. ttrans (solid line) and tPC (dot-dash line) for
simulation PC. ttrans follows one trend at low altitude
(dashed line) and another at high altitude (dotted line).
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where vi,z passes through zero. Jx and Jy changed by more
than 10% below 150 km and by less than 1% above 175 km.
Bi,x and Bi,y changed by more than 10% below 160 km and
by less than 1% above 220 km. Ez and vz are insensitive to
changes in the altitude of the lower boundary, but J and Bi

are not.

10.4. Steady State Solution

[61] Sections 10.1 to 10.3 have shown how the results of
section 9 affect plasma velocities, fields, and currents in a
Chapman-like ionospherewith only photochemical processes.
We now allow transport processes to change plasma densities
from the photochemical-only values (NPC), aiming for steady
state solutions. Equation (55) requires a boundary condition

for vz, so we assume that vz = 1000 m s�1 at the upper
boundary [Chen et al., 1978]. Results are sensitive to this
boundary condition. This speed may seem high, but Chen et
al. [1978] found that high speeds were required to reproduce
Viking observations of high altitude plasma densities, espe-
cially O+ and H+. Similar upper boundary conditions are used
in the most comprehensive model of the martian ionosphere
[Fox, 1997; Fox and Yeager, 2006].
[62] Two sets of simulations, labeled 1 and 2, were

performed. In set 1, three simulations were performed using
the inputs and assumptions in section 10.1, so I remained at
45�. Simulation 1.1 used the results of section 9 to find vz.
Simulation 1.2 used ambipolar diffusion velocities in the
weak-field limit, vz = vambi,weak (equation (57)). Simulation
1.3 used ambipolar diffusion velocities in the strong-field
limit, vz = vambi,strong (equation (58)). Results are shown in
Figures 7–8. Steady state N(z) and vz(z) for simulation
1.1 differ significantly from the results of simulations 1.2
and 1.3.
[63] In set 2, six simulations were performed using the

inputs and assumptions in section 10.1. The results of

Figure 7. Three N/NPC profiles for simulations 1.1–1.3.
The value of N at 300 km in simulation 1.3 (vz = vambi,strong)
is less than in simulation 1.1 (vz from section 9), which is
less than in simulation 1.2 (vz = vambi,weak).

Figure 9. Six N/NPC profiles for simulations 2.1–2.6. N at
300 km increases as I increases.

Figure 8. Results for vz for simulations 1.1–1.3. vz in
simulations 1.1 (solid line, vz from section 9) and 1.2
(dashed line, vz = vambi,weak) are similar at low altitudes,
below the dynamo region. vz in simulations 1.1 (solid line,
vz from section 9) and 1.3 (dotted line, vz = vambi,strong) are
similar at high altitudes, above the dynamo region. The
same upper boundary condition, vz = 1000 m s�1, was used
in all three simulations.

Figure 10. Results for vz for simulations 2.1–2.6. vz at
240 km increases as I increases. The same upper boundary
condition, vz = 1000 m s�1, was used in all six simulations.
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section 9 were used to find vz. Six magnetic field inclina-
tions above the horizontal were used, 15�, 30�, 45�, 60�,
75�, and 90�, corresponding to simulations 2.1–2.6, respec-
tively. I = 90� (simulation 2.6) corresponds to a vertical
field, which is effectively the same as zero field. Magnetic
field magnitude remained 50 nT.
[64] Results are shown in Figures 9 –14. N varies by tens

of percent depending on field inclination (Figure 9). vz
varies by almost an order of magnitude depending on field
inclination (Figure 10). jJj varies by an order of magnitude
for I = 15� to I = 75� (Figure 12). jJj is zero for I = 90�. The
magnitude of the electric field parallel to B, Epara, is given
by jE 	 b̂j and the magnitude of the electric field
perpendicular to B, Eperp, is given by jE � (E 	 b̂) b̂j
(Figures 13–14). The effects of these electric fields on ions
are comparable in magnitude to the effects of gravity
throughout the dynamo region.
[65] These results may be compared to recent observa-

tions of the martian ionosphere by a topside radar sounder,
MARSIS, on the Mars Express spacecraft [Nielsen et al.,
2006]. In these observations, electron densities at 200 km

generally exceed those predicted with a photochemical
Chapman-like model. Measurement uncertainties are not
stated. By contrast, electron densities in Figure 9 are similar
to a photochemical Chapman-like model at 200 km and are
smaller than the model at 220–240 km. There are several
possible explanations for this difference, including the
absence of O+ from this work and the plasma velocity of
1 km s�1 assumed as an upper boundary condition in this
work. O+, an atomic ion, has a longer lifetime than O2

+, a
molecular ion. Thus an increased proportion of O+ ions
could cause greater-than-expected electron densities, as seen
in the terrestrial F-layer. However, two Viking lander
Retarding Potential Analyzer (RPA) measurements did not
show a high enough proportion of O+ to explain the
observations of Nielsen et al. [2006] [Hanson et al.,
1977]. The implications of the Viking RPA data should
not be over-stated because this pair of observations is
insufficient to constrain how the O+/O2

+ ratio varies with
local time, season, latitude and solar activity. Theoretical
models of the neutral atmosphere predict large variations in
the O/CO2 ratio that imply large variations in the O+/O2

+

Figure 11. Results for vz for simulations 2.1–2.6. 1 �
vz/vambi,weak decreases as I increases. vz = vambi,weak and
1 � vz/vambi,weak = 0 for I = 90� (simulation 2.6).

Figure 12. Results for jJj for simulations 2.1–2.6. jJj
decreases as I increases. jJj = 0 for I = 90� (simulation 2.6).

Figure 13. Results for Epara for simulations 2.1–2.6. Epara

increases as I increases.

Figure 14. Results for Eperp for simulations 2.1–2.6. Eperp

at 180 km and 240 km decreases as I increases. Eperp = 0 for
I = 90� (simulation 2.6).
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ratio [Bougher et al., 1999, 2000]. Additional observations
of ion composition are required to definitively determine the
importance of O+ in the topside martian ionosphere. Alter-
natively, reducing the upward plasma velocity on the upper
boundary would make Figure 9 more similar to the obser-
vations of Nielsen et al. [2006]. The large upward velocity
of 1 km s�1 is required in one-dimensional models that
reproduce the Viking RPA data [Chen et al., 1978]. Three-
dimensional models can use a combination of horizontal
motion and slower vertical motion to reproduce these
observations. Unfortunately, there are no direct observations
of plasma velocity in the martian ionosphere to constrain
such models.

11. Conclusions

[66] Existing theory offers an incomplete description of
ionospheric electrodynamics and plasma transport. J = � E0

neglects pressure gradients and gravitational forces, whereas
ambipolar diffusion, which assumes that J = 0, breaks down
within a dynamo region. A more general relationship exists
between currents and electric fields in an ionosphere: J = Q

+ S E0. Expressions for Q and S have been derived assuming
that collisions between charged particles can be neglected. J
= Q + S E0 reduces to J = � E0 when pressure gradients and
gravitational forces are neglected. J = Q + S E0 reduces to
the equations governing ambipolar diffusion if J is set equal
to zero. A ‘‘dynamo equation,’’ a second order partial
differential equation in f, the scalar electric potential, has
also been derived from J = Q + S E0. Models based on these
equations will be able to generate self-consistent descrip-
tions of currents, ion velocities, electron velocities, and
electric fields.
[67] A one-dimensional ionospheric model that uses J =

Q + S E0 has been developed and used to find steady state
plasma densities and velocities. The results show ion and
electron velocities transitioning smoothly from one limiting
case (weak field) at low altitudes to another limiting case
(strong field) at high altitudes. This corresponds to charged
particles being frozen-in to fieldlines at high, but not low,
altitudes. The main purpose of the model is a demonstration
of that transition, not reproduction of any specific observa-
tions. However, since the model is a simplistic representa-
tion of the martian ionosphere, it has been used to predict
current densities in the martian ionosphere as a function of
inclination for a 50 nT field and zero wind. Current
densities on the order of 10�8 A m�2 were predicted.
Because of the neglect of O+ ions in the model, simulated
electron densities should not be compared to martian
observations above about 200 km.
[68] Many sophisticated models of the terrestrial iono-

sphere, such as TIE-GCM, MTIE-GCM, CTIP, and CMIT,
use the incomplete relationship J = � E0 to determine
ionospheric electrodynamics [Richmond et al., 1992;
Peymirat et al., 1998; Millward et al., 2001; Wang et al.,
2004]. Others assume that the electric field is determined by
the electron pressure gradient [Ridley et al., 2006]. Some
predictions of such models might be different if J = Q + S E0

was used instead.
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